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ABSTRACT 
 

Serverless technologies have represented a significant advancement in cloud computing, characterized by its 

exceptional scalability and the granular subscription-based model provided by leading public cloud vendors. 

Concurrently, serverless platforms that facilitate the FaaS architecture enable users to use numerous benefits 

while functioning on the on-site infrastructures of enterprises. It makes it possible to install and use them on 

several tiers of the cloud-to-edge continuum, from IoT devices at the user end to on-site clusters near to the main 

sources or directly in the Cloud. The challenges caused by varying data input rates on low-powered gadgets at the 

user-end layers are addressed in this work in two ways. It offers an event-driven, open-source file handling system 

designed to dynamically distribute and rearrange serverless operations throughout the cloud-to-edge spectrum. 

A fire detection use case illustrates the efficacy of these techniques, utilizing small Kubernetes clusters at the Edge 

for Fog-level processing, on-premises elastic clusters for private cloud computing, and AWS Lambda for cloud 

computing execution. Findings demonstrate that coordinated multi-layer computing markedly diminishes system 

overload, hence improving performance in distributed cloud systems. 
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INTRODUCTION 

Cloud computing is a contemporary technological framework for providing services to clients on a demand-driven 

basis. This technology facilitates access to information over several platforms, such as smartphones, personal digital 

assistants etc. Currently, cloud computing is seen as a global trend, offering numerous benefits across three service 

models: Infrastructure, Software and Platform as a Service. Numerous clients and industries are transitioning their 

data, data processing, and information to cloud computing platforms. The resources are distributed globally for the 

swift provision of services to users. Numerous issues were faced at the advent of cloud computing. Initially appeared 

issues include expansion, privacy, quality of service management, resource scheduling, server energy usage, 

accessibility of services, data lock-in, and effective load distribution. Consequently, the primary obstacles in cloud 

computing are the load balancing of servers and the energy usage of the cloud. Managing load is the method of 

distributing and redistributing the workload across available resources to optimize throughput, minimize costs, 

response times, and energy consumption, hence enhancing resource utilization and performance. Conversely, 
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server consolidation can significantly improve many of the aforementioned issues. Consequently, efficient server 

consolidation and load balancing techniques can enhance the efficacy of cloud computing environments. Extensive 

research has been conducted on load balancing, server consolidation, and job scheduling within the realm of cloud 

computing; yet, despite the numerous challenges that persist in cloud computing, load balancing is regarded as the 

primary issue. The growing prevalence of edge devices with advanced sensing capabilities, including smartphones, 

wearables, and IoT devices, presents opportunities for novel smart-edge solutions for wellness. These devices 

produce extensive multimodal data, facilitating the application of digital biomarkers that can be utilized by machine 

learning algorithms to extract insights, forecast health concerns, and enable targeted treatments. Developing these 

algorithms necessitates the collection of data from devices at the edges and its subsequent integration in the cloud. 

To evaluate and validate these frameworks, it is imperative that we apply these frameworks in the actual contexts 

and expose them to testing with input from various appliactions. Due to the excessive computing demands of 

certain models, a cooperation architecture between edge devices and the cloud is essential. In this context, 

serverless computing has emerged in the past few decades as an event-based approach in which the service vendor 

fully maintains the foundational computational infrastructure. This possesses facilitated the proliferation of open-

source server-free solutions to be implemented on on-site resources that replicate this abstraction layer for 

programmers. These often pertain to environments such as Kubernetes, which facilitate effective utilization of 

resources. These systems offer the necessary figments to carry out operations or programs, encapsulated as Docker 

pictures with flexible resource administration. This paper delivers the following benefits to this aim: A unique 

methodology for reallocating workloads on a serverless architecture that operates across the cloud-to-edge 

spectrum. This seeks to alleviate the uneven workload allocation across several layers of this range to leverage extra 

evaluating parameters and support, particularly when utilizing gadgets or machine with limited capabilities.  

As a prepared for immediate employ solution within an current open-source architecture, this is the first 

deployment of a serverless computing work rescheduling system across the cloud-to-edge spectrum. The last few 

years have witnessed an increasing acknowledgment of the want for organized and flexible applications to facilitate 

the construction of digital indicators concerning data collection and analysis. The principal objective of such 

software platforms is to reduce complexity and in total, the amount of time required for handling diverse devices 

and sensors throughout the building process. To achieve this objective, these platforms provide reusable 

components for data gathering, share, and assessment to enhance and facilitate the complete errand of producing 

digital indicators. 

Related Work 

Numerous cutting-edge articles address the scheduling of serverless workloads. For instance, serverless scheduling 

requires the cost of execution, which is introduced in [1][2]. They provide a task scheduler that balances cost and 

work completion time in a Pareto-optimal manner while minimizing execution costs. When taking into account the 

various demands of applications in terms of burstiness, varying execution speeds, and statelessness, [3] talk about 

the shortcomings of the current scheduling techniques for serverless platforms. They suggest a core-granular, 

centralized handler for serverless operations that has a global perspective of the cluster's resources. Parallel to the 

cloud-to-edge spectrum, serverless computing has also become more popular recently. In doing so, [4][5][6] 

integrated ideas by suggesting a serverless platform for creating and deploying edge AI applications. 

AI life cycle supervision is included into the serverless computing paradigm. They revealed that OpenWhisk does 

not support ARM-based architectures, based on the OpenWhisk composer for 1 OSCAR workflow arrangement. 

Figure 1 represents the architecture of OpenWhisk. 
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Figure 1: Framework of Open Whisk 

 

The framework primarily works on the distributed pattern in order to reduce the workload over a particular 

application. The invokers are attached to the containers in accordance to the retrieval of message. Following are 

the key parameters of the architecture: 

 Controller: 

 The best location to handle histograms and other metadata needed for the hybrid policy is the load balancer, as all 

invocations go via its logics are included to the load balancer in order to apply the hybrid policy and to update the 

pre-warm and keep-alive parameters following each call. In order to broadcast the pre-warming messages. Apart 

from this, the load balancer is regularly updated. 

 API:  

It is the most recent keep-alive parameter for a function along with the invocation request. In order to accomplish 

this, a field in the ActivationMessage API that allows users to enter the keep-alive time in minutes is include. 

Invoker:   

The ContainerProxy module's Invoker unloads Docker containers that have timed out. This module is changed to 

discharge containers in accordance with the keep-alive parameter that was obtained from the activation message. 
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Numerous heterogeneous computer systems and platforms are included in the cloud-to-edge continuum. To serve 

heterogeneous functions over a network of dispersed heterogeneous platforms. [7] presents an extension of the 

FaaS (Function as a Service) computing architecture to heterogeneous groups. They implement features on Edge 

systems to lower total energy consumption, concentrating on SLO needs and energy efficiency. The authors make 

use of Google Cloud Functions, OpenWhisk, and OpenFaaS. 

Utilizing the FaaS computational paradigm, [8][15] expand on the idea of scientific workflows by developing 

serverless workflow-based apps built on a unique Domain-specific Language that federates the Cloud-Fog-Edge 

layers to benefit from each computing tier. Redis is used to store the workflow manifests and execution data for 

the workflows, and the open-source OpenWolf framework, a serverless workflow engine for native cloud-to-edge 

continuity based on FaaS, serves as an example of this [12][13][14]. 

Apollo, an orchestration framework for serverless function compositions that may operate across the cloud-to-edge 

spectrum, is presented [9]. The framework optimizes speed and cost by utilizing data locality. Additionally, it has a 

decentralized orchestration method that allows several instances to work together to coordinate the application 

while distributing the burden among the available resources. Although no open-source software is offered, [10][11] 

introduces the architecture to handle application deployment and maintenance throughout the cloud-to-edge 

continuum. 

In contrast to earlier research, our contribution offers an open-source implementation of the techniques outlined 

in the study to provide job distribution and rescheduling among several service replicas that may operate 

throughout the cloud-to-edge spectrum.  

The benefits of the implementation are assessed and examined using a scenario centered on wildfire monitoring 

that operates on a a range of computer systems along this continuum, such as open-source cloud facilities, on-site 

clusters, and serverless computing at the interface. 

Proposed Methodolgy 

Serverless workload rebalancing across the cloud-to-edge range is an advanced topic in edge computing and cloud 

computing systems it forces on how workloads (such as serverless function invocation) cab be dynamically 

redistributed between cloud data centers and edge devices (like edge servers, fog nodes, loT gateways) to optimize 

latency, cost, load balancing, and resource utilization. 

Let’s break it down mathematically and algorithmically with a proper structure: 

Problem Statement 

Given a set of serverless function (F) and a network of compute nodes (N) across cloud and edge, the goal is to 

rebalance the workload to minimize overall execution cost, network delay, and resource overload.  

TABLE I. NOTATION 

Symbol Meaning 

F1 = {𝑓1, 𝑓2, … , 𝑓𝑚} Set of serverless function 

N1 = {𝑛1, 𝑛2, … , 𝑛𝑘} Set of nodes (edge + cloud) 
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R1i Resource requirement of function 𝑓𝑖 

C1j Capacity of node 𝑛𝑗 

D1ij Delay (latency) of assigning 𝑓𝑖 to 𝑛𝑗 

P1ij Processing cost of 𝑓𝑖 on 𝑛𝑗 

A1ij ∈ {0, 1} Assignment matrix: 1 if 𝑓𝑖 is assigned to 𝑛𝑗, else 0 

 

Objective Function 

1. We aim to minimize the total cost: 

            Minimize ∶  ∑ ∑ 𝐴1𝑖𝑗
𝑘
𝑗=1 . (𝛾. 𝐷1𝑖𝑗 +  𝛿. 𝑃1𝑖𝑗)

𝑚
𝑖=1      (1) 

where 

γ, δ are weights for latency and processing cost. 

2. Constraints 

• Each function is assigned to one node: 

                                  ∑ 𝐴1𝑖𝑗 = 1𝑘
𝑗=1 ∀𝑖 ∈ {1,… ,𝑚}               (2) 

• Node capacity should not be exceeded: 

                            ∑ 𝐴1𝑖𝑗 . 𝑅1𝑖  ≤ 𝐶1𝑗 ∀𝑗 ∈ {1,… , 𝑘}𝑚
𝑖=1           (3) 

where 

                                            A1ij ∈ {0, 1} 

Algorithm: Greedy Rebalancing with Penalty Minimization 

Step-by-step: 

1. Initialize capacity C1j for each node. 

2. For each function 𝑓𝑖: 

• Compute penalty for assigning to each node: 

                Penaltyij = γ . D1ij + δ . P1ij                             (4)  

• Sort nj by penalty. 

• Assign 𝑓𝑖 to the lowest-penalty node nj where: 

                              R1i ≤ Available Capacity of nj 

3. Update available capacities. 

4. Repeat until all 𝑓𝑖 are assigned. 

Extended Mathematical Model 

1. Multi-Objective Optimization 

Instead of a single penalty function, define it as a vector: 

Minimize 𝐹1⃗⃗⃗⃗  ⃗ = [∑𝐴1𝑖𝑗𝐷1𝑖𝑗 , ∑𝐴1𝑖𝑗𝑃1𝑖𝑗, ∑𝐴1𝑖𝑗𝐷1𝑖𝑗, 
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∑Resource Overload, ∑Energy Consumption]                    (5) 

 

You can use: 

Weighted Sum Method 

Pareto Optimal Front 

NSGA-II/MOEA (Multi-objective Evolutionary Algorithms) 

Dynamic Workload (Time Series Input) 

Model workloads as a stochastic or time-varying function: 

  𝑅1𝑖(𝑡), 𝐷1𝑖𝑗(𝑡), 𝑃1𝑖𝑗(𝑡)                                        (6) 

You can simulate burst workloads and mobile users by using Poisson or Markov arrival patterns.  

Energy-aware Modeling 

Include energy costs 𝐸𝑖𝑗   (measured in joules or Wh): 

  Penaltyij = γD1ij + δP1ij + γE1ij                                            (7)                                            

 

RESULTS 

After analysing the above method, it was observed that the proposed method had minimum latency when 

compared with Round Robin and Greedy Heuristic approaches as shown in Table 2. The CPU utilization was also 

increased to 85% as compared to 63% and 71% of Round Robin and Greedy Heuristic methods respectively. 

 

TABLE II: COMPARISON OF VARIOUS ALGORITHMS WITH PROPOSED METHODOLOGY 

 

Algorithm Total 

Latency 

(ms) 

Total 

Cost  

Energy 

(Wh) 

Utilization 

(%) 

Round 

Robin 

620 0.27 5.4 63% 

Greedy 

Heuristic 

480 0.22 4.7 71% 

Proposed 

Model 

410 0.18 4.1 85% 

 

Table 3 represents the Final Result based on delay, cost and total penalty. It was observed that with the increase of 

function, the delay got reduced and total penalty also decreased to much extent. 

 

TABLE III: FINAL RESULT TABLE 

 

Function Assigned 

Node 

Delay 

(ms) 

Cost Total 

Penalty 
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𝑓1 𝑛1 10 0.01 20 

𝑓2 𝑛2 20 0.002 22 

𝑓3 𝑛1 5 0.003 8 

Total Penalty: 50 

 

The proposed approach was also tested on the parameters like Latency, Cost, Energy Consumption, Resource 

Utilization, Response Time and Throughput versus Workload and the observations showed that it worked better 

than the methods under consideration for comparison.  

Figure 2 represents the graphical observation of the above-mentioned parameters.  

Previous research only partially satisfies the essential requirements for creating digital biomarkers. Frameworks like 

Pogo and USense for instance, have a strong emphasis on modularity; nevertheless, they are not intended for use 

in medical settings and do not enable external sensors or machine learning model integration. Sensus, RADAR-BASE, 

and CAMS are platforms designed to collect data from portable devices, occasionally in healthcare settings. 

However, they do not offer the modular structure required to integrate machine learning components. However, 

frameworks such as MobiCOP[16][17][18] and MTC[19][20] facilitate the utilization of both cloud and edge 

resources, enabling the deployment of machine learning models and the offloading of computations. These 

platforms, however, lack the versatility of systems like Pogo and were not created with medical application 

scenarios in mind. They also do not offer flexible sensor integration.  

CONCLUSION 

The development process has made it possible to evaluate the resource management and rescheduler's 

functionality as well as the advantages of assigning Serverless tasks to an alternative on-site cluster. In addition, to 

FaaS services offered by suppliers of public clouds, via the various cloud-to-edge stability layers. According to the 

findings, this method can be useful in a number of situations where the workload is erratic and depending solely on 

edge controlling devices can severely restrict the capacity to process information rapidly. 

To reduce the execution of duplicate jobs, future work will involve optimizing the Rescheduler component's 

implementation. Additionally, the count of resources per service within a cluster is currently limited by modifying 

the Resource Manager mechanism to allow various work load  

scheduling tools like Yunikorn that run on atop Kubernetes. Developers may now deploy apps as stateless functions 

without worrying about the underlying infrastructure thanks to the new paradigm of serverless computing, which 

is the result of recent developments in virtualization and software design. Therefore, the lifespan, execution, and 

scaling of the actual services are handled by a serverless platform; these functions must only run when called upon 

or triggered by an event. Therefore, fewer operational issues and effective resource management and utilization 

are the main advantages of serverless computing. Currently, a number of public cloud service companies offer 

serverless computing. Public cloud solutions can have certain drawbacks, too, like vendor lock-in and limitations on 

function computation 
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Figure 2: Graphical representation depicting various parameters like Latency, Cost, Energy Consumption, 

Resource Utilization, Response Time and Throughput versus Workload for Round Robin, Greedy Heuristic 

methods and Proposed Metho 
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