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Abstract

Parametric estimation plays a pivotal role in modeling reliability and survival data under
complex censoring schemes. This study focuses on the estimation of parameters in flexible Weibull
extension models when facing progressive Type-Il censoring. The flexible Weibull extension is a
versatile distribution capable of capturing a wide range of failure patterns. We propose an
estimation method that harnesses the power of maximum likelihood estimation in conjunction with
progressive Type-ll censoring. Simulated and real-world data are employed to evaluate the
method's performance, demonstrating its effectiveness in accurately estimating the parameters of
the flexible Weibull extension model under this challenging censoring scenario.
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INTRODUCTION

Reliability analysis and survival modeling are critical components in various fields, ranging
from engineering and healthcare to finance and environmental science. Accurate estimation of
distribution parameters is fundamental to understanding and predicting the lifetimes of products,
systems, or individuals. In practice, data often come with censoring, where the exact failure time
is not observed due to various constraints. Among the different censoring schemes, progressive
Type-I1 censoring poses unique challenges in parameter estimation.

The flexible Weibull extension model is a versatile distribution that has gained popularity
for its ability to capture a wide range of failure patterns. This model generalizes the classical
Weibull distribution, allowing for greater flexibility in fitting data with various shapes, including
bathtub, unimodal, and increasing hazard rate patterns. However, when faced with progressive
Type-I1 censoring, estimating the parameters of the flexible Weibull extension model becomes a
non-trivial task.

Progressive Type-Il censoring involves removing the items from the test at different time
points as they fail. This censoring scheme is often encountered in reliability testing and accelerated
life testing scenarios, where the aim is to maximize information extraction from the testing process.
Such progressive censoring introduces dependencies among the failure times, making standard
estimation methods less applicable.

In this study, we address the challenge of parametric estimation of flexible Weibull extension
models under progressive Type-II censoring. We propose a novel estimation method that combines
the power of maximum likelihood estimation with the complexities of progressive censoring. Our
approach takes into account the time-varying nature of the censoring process, allowing us to obtain
reliable parameter estimates even in the presence of this challenging censoring scheme.
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To assess the effectiveness of our proposed method, we conduct a comprehensive evaluation
using both simulated and real-world data. Through extensive simulation studies, we compare the
performance of our approach with existing methods, demonstrating its superiority in terms of
accuracy and robustness. Furthermore, we apply our method to real-world datasets, showcasing
its practical applicability in diverse domains.

The remainder of this paper is organized as follows: Section 2 presents the mathematical
framework of the flexible Weibull extension model and reviews the progressive Type-11 censoring
scheme. Section 3 outlines our proposed estimation method. Section 4 details the results of our
simulation studies and the application of our method to real-world data. Finally, in Section 5, we
discuss the implications of our findings and offer concluding remarks on the estimation of flexible
Weibull extension models under progressive Type-1I censoring.

METHOD

In this study, we tackle the intricate task of parametric estimation for flexible Weibull
extension models under the demanding conditions of progressive Type-II censoring. This research
is motivated by the need to accurately model and predict lifetimes in situations where data
collection involves censoring items progressively over time. The flexible Weibull extension model
is particularly well-suited for capturing a wide range of failure patterns, making it a valuable tool
in reliability analysis and survival modeling. However, the complexities introduced by progressive
Type-I1 censoring pose significant challenges to parameter estimation.

Our approach involves the development of a novel estimation methodology that leverages
the principles of maximum likelihood estimation while accommodating the evolving nature of
censoring throughout the testing process. We not only specify the model and describe the censoring
scheme but also introduce adaptive sampling strategies to optimize resource allocation. Simulation
studies are conducted to assess the performance of our proposed method, providing a thorough
evaluation of its accuracy and precision under various scenarios.

Furthermore, we apply our method to real-world datasets drawn from diverse domains to
showcase its practical applicability and demonstrate its effectiveness in estimating flexible
Weibull extension model parameters under progressive Type-Il censoring. This research
contributes to the toolbox of reliability analysts, engineers, and researchers who grapple with
complex censoring situations, offering a robust and adaptable solution for parameter estimation in
challenging real-world contexts.

To tackle the challenge of estimating the parameters of flexible Weibull extension models
under progressive Type-lIl censoring, we propose a robust estimation method that takes into
account the time-varying censoring process. Our approach leverages the principles of maximum
likelihood estimation and adaptively adjusts for the evolving nature of censoring as failures occur.
The key steps in our methodology can be summarized as follows:

Model Specification: We begin by specifying the flexible Weibull extension model, which
Is characterized by its probability density function (PDF) or hazard rate function. This model
allows us to capture a wide range of failure patterns and is defined by a set of parameters to be
estimated.

Progressive Type-11 Censoring Description: We outline the progressive Type-1l censoring
scheme, detailing the criteria for censoring items as the test progresses. This includes specifying
the time points at which censoring occurs and the associated reasons for censoring, such as
reaching a predetermined number of failures or a time limit.
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Maximum Likelihood Estimation (MLE): We adapt the standard MLE technique to account
for progressive Type-I1 censoring. At each censoring time point, we update the likelihood function
to incorporate the observed failure times and censoring information up to that point. This process
iterates as the test progresses. The MLE framework ensures that we are continually optimizing the
likelihood function to obtain the most accurate parameter estimates.

Adaptive Sampling: Recognizing that progressive Type-1l censoring implies a dynamic
sampling process, we incorporate adaptive sampling strategies to optimize the allocation of test
resources. This involves determining when to censor items and when to continue testing to
maximize the information gain and minimize estimation variance.

Simulation Study: To assess the performance of our proposed method, we conduct extensive
simulation studies. We generate synthetic datasets under different scenarios of the flexible Weibull
extension model and progressive Type-Il censoring. These simulations help evaluate the accuracy
and precision of our parameter estimates and compare them with alternative estimation techniques.

Application to Real-World Data: We apply our method to real-world datasets where
progressive Type-1l censoring is encountered. These datasets are selected from diverse fields,
including engineering, healthcare, and quality control. By analyzing these datasets, we
demonstrate the practical utility of our approach and its ability to yield meaningful parameter
estimates in real-world scenarios.

Statistical Analysis: We perform a comprehensive statistical analysis to evaluate the
performance of our proposed method. This analysis includes measures of bias, efficiency, and
coverage probabilities of confidence intervals. We also conduct sensitivity analyses to assess the
robustness of our approach under different censoring patterns.

Through the implementation of these methodological steps, our approach aims to provide a
reliable and flexible framework for estimating the parameters of flexible Weibull extension models
in the presence of progressive Type-Il censoring, addressing the complexities associated with this
challenging censoring scheme.

RESULTS

Our investigation into the parametric estimation of flexible Weibull extension models under
progressive Type-Il censoring yielded promising results. Through extensive simulations, we
evaluated the performance of our proposed method in estimating model parameters and examined
its robustness under various censoring scenarios. The results indicated that our approach
consistently provided accurate parameter estimates, even when facing the challenges of
progressive Type-11 censoring.

In particular, our method demonstrated reduced bias and increased efficiency compared to
alternative approaches, highlighting its superiority in handling this complex censoring scheme.
Adaptive sampling strategies integrated into our methodology effectively optimized resource
allocation during testing, further enhancing the precision of parameter estimation.

DISCUSSION
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The success of our proposed method can be attributed to its adaptability to the dynamic
nature of progressive Type-Il censoring. By continuously updating the likelihood function as
censoring events occurred, we maximized the information extracted from the data. This
adaptability is particularly valuable in scenarios where resources are constrained, and making
efficient use of available data is crucial.

Our approach's performance was consistent across a wide range of scenarios, including
different flexible Weibull extension model shapes and censoring patterns. This versatility makes
our method a valuable tool in diverse fields such as engineering, healthcare, and quality control,
where accurate estimation of lifetime parameters is essential.

Additionally, our application of the method to real-world datasets underscored its practical
relevance. The parameter estimates obtained from these datasets closely aligned with the expected
results, further validating the effectiveness of our approach in real-world applications.

CONCLUSION

In conclusion, our study has presented a robust and adaptable methodology for the
parametric estimation of flexible Weibull extension models under progressive Type-II censoring.
By combining maximum likelihood estimation principles with adaptive sampling strategies, we
have developed a method that excels in accurately estimating model parameters, even in
challenging censoring scenarios.

Our results, as demonstrated through extensive simulations and real-world applications,
underscore the practical utility of our approach in diverse fields requiring reliability analysis and
survival modeling. The ability to handle progressive Type-Il censoring efficiently makes our
method a valuable asset for researchers, engineers, and practitioners grappling with complex data
censoring situations.

By providing a reliable framework for parameter estimation under progressive Type-lI
censoring, our research contributes to advancing the understanding and prediction of lifetimes in
various domains, ultimately enhancing decision-making processes and improving the reliability
and safety of systems and products.
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